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Question 1(30 Marks)

(a) Show what ratio estimator is a better estimate of Ȳ than sample mean based
on SRSWOR if

MSE( ˆ̄Y R) = V arSRS(ȳ)

(5 Marks)

(b) Given that the mean squared errors (MSE) of the ratio estimate of the popu-

lation mean Ȳ (ie ˆ̄Y R) is

MSE( ˆ̄Y R) =
f

n
Ȳ 2(C2

Y + C2

X − 2ρCXCY )

Show that

MSE( ˆ̄Y R) =
N − n

nN(N − 1)

n
∑

i=1

(Yi − RXi)
2

where CX = SX

X̄
and CY = SY

Ȳ
(5 Marks)

(c) The ratio estimator ˆ̄Y R is the best linear unbiased estimator of Ȳ when

(i) the relationship between yi and xi is linear passing through the origin, ie,
yi = βxi + ei, where e′is are independent with E(ei|xi) = 0 and β is the
slope parameter. (4 Marks)

(ii) (ii) this line is proportional to xi ie

V ar(yi|xi) = E(e2

i ) = Cxi

where C is a constant (10 Marks)
Prove the above

(d) (i) Give the difference between the methods of simple random sampling
(SRS) and probability proportional to a given measure of size (PPS)
(2 Marks)

(ii) Under PPS there is a method used to draw a sample with replacement
called cumulative total method. List its procedure (3 Marks)

(iii) List the procedure of Lahiri’s method of selecting a sample (3 Marks)

(iv) Prove that by Lahiri’s method, the probability that no unit is selected at
a trial is given by

1 −
X̄

M

, where M = Maxxi,i = 1, 2, ..., N is the maximum of sizes of N units in
the population or some convenient number greater than M
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Question 2 (20 Marks)

(a) (i) Let yr be the value of the rth observation on the study variables in the
sample and p be its initial probability of selection. Define

zr =
yr

Npr

, r = 1, 2, ..., n

then

z̄ =
1

n

n
∑

i=1

zi

is an unbiased estimator of the population mean Ȳ (3 Marks)

(ii) Prove also that V ar(z̄) = σ2
z

n
(10 Marks)

(b) Show that σ2
z

n
is an unbiased estimator of the variance of z̄ given that

σ2

z

n
=

1

n − 1

n
∑

r=1

(zr − z̄)2

is the unbiased estimator of variance of z̄ (7 Marks)

Question 3 ( 20 Marks)

(a) (i) Given that the estimate of population total is

Ŷtot =
1

n

n
∑

r=1

(

yr

pr

)

= NZ̄

Prove that Ŷtot is an unbiased estimator of population total,Ytot (3
Marks)

(ii) Prove also that the variance Ŷtot which is the unbiased estimator of the
population total is given by

V ar(Ŷtot) =
1

n

[

N
∑

i=1

Y 2

i

Pi

− Y 2

tot

]

where pi is the probability of selection of the ith unit in the population
at a given draw
Yi is the value of study variable for the ith4 unit of the population i =
1, 2, ..., N and Zi = Yi

NPi

, i = 1, 2, ..., N (5 Marks)
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(b) (i) Describe briefly the varying probability scheme without replacement (PPSWOR)
(5 Marks)

(ii) Let Ui be the ith unit, Pi be the probability of selecting Ui at the first
draw i = 1, 2, ..., N ,

∑N

i=1
Pi = 1, Pi(r) is the probability of selecting Ui at

the rth draw, show that Pi(2) the probability of selecting Ui at 2nd draw
is

Pi(2) = Pi

[

N
∑

j=1

Pj

1 − Pj

−
Pi

1 − Pi

]

(7 Marks)

Question 4 (20 Marks)

(a) (i) Given that ε0 = ȳ−Ȳ

Ȳ
and ε1 = x̄−X̄

X̄
and that when we follow SRSWOR

so that E(ε0) = E(ε1) = 0, show that E(ε2

0
) = f

n
C2

Y , where

f =
N − n

N
, S2

Y =
1

N − 1

N
∑

i=1

(Yi − Ȳ )2 and CY =
SY

Ȳ

(4 Marks)

(ii) Show also that E(ε0ε1) = f

n
ρ CXCY where ρ is the population correlation

coefficient between X and Y (6 Marks)

(b) (i) Starting ˆ̄Y R = (1 + ε0)(1 + ε1)
−1Ȳ , show that for the purpose of getting

estimation error ˆ̄Y R, we have

ˆ̄Y − Ȳ = Ȳ (ε0 − ε1 + ε2

1
+ ε1ε0 + ...)

(4 Marks)

(ii) Given that MSE( ˆ̄Y R) = E( ˆ̄Y R − Ȳ ) and that

ˆ̄Y R − Ȳ = Ȳ (ε0 − ε1 + ε2

1
+ ε0ε1 + ...)

Prove that

MSE( ˆ̄Y R) =
Ȳ f

n

[

C2

X + C2

Y − 2ρ CXCY

]

where CX = SX

X̄
, CY = SY

Ȳ
and ρ is the correlation coefficient between X

and Y (6 Marks)


