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SECTION A (COMPULSORY – 30 MARKS) 

SECTION A: COMPULSORY 

QUESTION ONE [30 MARKS] 

a) Define the term  

i. Neural Networks                                                                                       [2 Marks] 

ii. Artificial neurons                                                                                      [2 Marks] 

iii. Artificial Neural Network                                                                         [2 Marks] 

b) State six  importance of Neuron Network                                                             [6 Marks] 

c) Derive the learning rule for the following algorithms: 

i. Perceptron Learning Rule                                                                         [4 Marks] 

ii. The Backpropagation Algorithm                                                              [5 Marks] 

d) Discuss three broad types of learning in NN                                                        [9 Marks] 

SECTION B [40 MARKS] 

QUESTION TWO [20 MARKS] 

a) Draw a detailed diagram of NN according to ‘The McCulloch-Pitts Neuron”    [6 Marks] 

b) Derive The McCulloch-Pitts Neuron algorithm                                                   [4 Marks] 

c) Explain Hopfield Network                                                                                    [2 Marks]  

d) Derive Hopfield Network activation function                                                      [2 Marks] 

e) Discuss Bidirectional associative memory (BAM)                                                                 [6 Marks] 

 

                                                                                                                

 

QUESTION THREE [20 MARKS] 

a) Consider the loan approval table Attached and answer the following question 

i. State the type of learning and explain why                                              [4 Marks] 

ii. Provide the Neural Network architecture for classification (APPROVED/NO 

APPROVED)                                                                                            [6 Marks] 

iii. Derive the Neural Network model (Algorithm) for classification 

(APPROVED/NO APPROVED)  and give your conclusion  on this model   

                                                                                                                 [10 Marks] 

QUESTION FOUR [20 MARKS] 

a) Write down the equation for the output Yj of a McCulloch-Pitts neuron as a function of 

its inputs Ii.                                                                                                            [4 Marks] 

b) Explain any four the properties of ANN                                                               [8 Marks]   

c) Given the following set 

Training set S of examples {x, t}  

i. x is an input vector and 
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ii. t the desired target vector 

iii. Example: Logical And  

Where: 

 S = {(0,0),0}, {(0,1),0}, {(1,0),0}, {(1,1),1}  

i. Provide the iterative process function                                           [3 Marks] 

ii. State the Learning rule                                                                  [3 Marks] 
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An example: data (loan application) 


