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QUESTION ONE (20 MARKS) 

Assuming that the random sample (𝑥𝑖 , 𝑦𝑖), 𝑖 = 1,2, … , 𝑛 is drawn by SRSWOR and a known 

population mean 𝑋 of X and  𝑌 of Y. Given also that 

𝜀0 =
𝑦̅−𝑌̅

𝑌̅
     𝑎𝑛𝑑 𝜀1 =

𝑥̅−𝑋̅

𝑋̅
 

a.  

(i) Show that 𝐸(𝜀0
2) =

𝑓

𝑛
𝐶𝑌

2 

Where 𝑓 =
𝑁−𝑛

𝑁
,    𝑆𝑌

2 =
1

𝑁−1
∑ (𝑌𝑖 − 𝑌)2    𝑁

𝑖=1 𝑎𝑛𝑑 𝐶𝑌 =
𝑆𝑌

𝑌
   (4 mks) 

(ii) Show that 𝐸(𝜀0𝜀1) =
𝑓

𝑛
𝜌 𝐶𝑋𝐶𝑌 where 𝐶𝑋 =

𝑆𝑋

𝑋̅
 and 𝜌 is the correlation coefficient 

between X and Y.        (5 mks) 

b. Show that the ratio estimate 𝑌𝑅
̃

 is the best linear unbiased estimator of 𝑌 when: 

(i) The relationship between 𝑦𝑖 and 𝑥𝑖 is linear passing through the origin, that is  

𝑦𝑖 = 𝛽𝑥𝑖 + 𝑒𝑖 where 𝑒𝑖
′𝑠 are independent with 𝐸(𝑒𝑖|𝑥𝑖) = 0 and 𝛽 is the slope 

parameter. 

 

(ii) And the line is proportional to 𝑥𝑖, that is, 

𝑉𝑎𝑟(𝑦𝑖|𝑥𝑖) = 𝐸(𝑒𝑖
2) = 𝐶𝑥𝑖 where C is constant.    (8 mks) 

 

c. Give the procedure of sampling by Lahiri’s method.    (3 mks) 

 

QUESTION TWO (15 MARKS) 

(a) Give the advantages and disadvantages of Lahiri’s method of sampling procedure.   

           (4 mks) 

(b) Let  

 



Consider the varying probability scheme and with replacement for a sample of size n. Letting 

𝑦𝑟 =  the value of 𝑟𝑡ℎ observation in the sample and Pr =initial probability of selecting yr. Using  

then, 

 

(i) 𝑍 =
1

𝑛
∑ 𝑧𝑖

𝑛
𝑖=1  is an unbiased estimator of the population mean 𝑌. Prove.  

          (4 mks) 

(ii) Show that 𝑉𝑎𝑟 (𝑍) =
𝜎𝑧

2

𝑛
       (7 mks) 

 

QUESTION THREE (15 MARKS) 

(a) Given that  𝜀0 =
𝑦̅−𝑌̅

𝑌̅
     𝑎𝑛𝑑 𝜀1 =

𝑥̅−𝑋̅

𝑋̅
 

and that 𝑌𝑅
̃ =

𝑦̅

𝑥̅
𝑋̅ 

where 𝑋̅ is the population mean of X 

 𝑌̅ is the population mean of Y 

𝑥 ̅is the sample mean of x 

𝑦 ̅is the sample mean of y 

Writing 𝑌𝑅
̃

 in terms of 𝜀′𝑠 

(i) Show that 𝑌𝑅
̃ = (1 + 𝜀0)(1 + 𝜀1)−1𝑌     (2 mks) 

(ii) Show that 𝑌𝑅
̃ = 𝑌(1 + 𝜀0 − 𝜀1 + 𝜀1

2 − 𝜀1𝜀0 + ⋯ )   (4 mks) 

(iii) Show that if we assume that the higher powers 𝜀0 and 𝜀1more than 2 are negligibly 

small, then the Bias of  𝑌𝑅
̃

 is given by 

𝐵𝑖𝑎𝑠 (𝑌𝑅
̃) = 𝐸 ( 𝑌𝑅

̃ − 𝑌) =
𝑓

𝑛
𝑌𝐶𝑋(𝐶𝑋 − 𝜌𝐶𝑌)    (4 mks) 

(b) Given the Mean Squared Error of 𝑌𝑅̂ is given by 

𝑀𝑆𝐸 (𝑌𝑅̂) = ∑(𝑌𝑖 − 𝑅𝑋𝑖)
2

𝑁

𝑖=1

 

= ∑ (𝑌𝑖 − 𝑌𝑁
𝑖=1 ) + 𝑅2 ∑ (𝑋𝑖 − 𝑋)

2𝑁
𝑖=1 − 2𝑅 ∑ (𝑋𝑖 − 𝑋)𝑁

𝑖=1 (𝑌𝑖 − 𝑌).  

Prove by assuming that 𝑌 = 𝑅𝑋       (5 mks) 

 



QUESTION FOUR (15 MARKS) 

Defining the product estimator of the population mean 𝑌 as 

(𝑌𝑝
̃ ) =

𝑦𝑥

𝑋
  assuming that the population mean  𝑋 is known and letting 

𝜀0 =
𝑦̅−𝑌̅

𝑌̅
     𝑎𝑛𝑑 𝜀1 =

𝑥̅−𝑋̅

𝑋̅
 

a.  

(i) Show that the 𝐵𝑖𝑎𝑠 (𝑌𝑝
̃ ) is given by 

𝐵𝑖𝑎𝑠 (𝑌𝑝
̃ ) =

𝑓

𝑛𝑋
𝑆𝑋𝑌       (6 mks) 

(ii) Writing 𝑌𝑝
̃

 in terms of 𝜀0 and 𝜀1, 

Show that  

𝑀𝑆𝐸 (𝑌𝑝
̃ ) = 𝑌

  2
𝐸(𝜀1

2 + 𝜀0
2 + 2𝜀1𝜀2     (4 mks) 

b. Compare the variances of sample mean under SRSWOR with that of the product 

estimator.        (5 mks) 

 


